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Abstract

This paper explores a 3-D computer artist’s approach to the creation of three-dimensional computer-generated

imagery (CGI) derived from clinical scan data. Interpretation of scientific imagery, such as magnetic resonance

imaging (MRI), is restricted to the eye of the trained medical practitioner in a clinical or scientific context. In

the research work described here, MRI data are visualized and interpreted by a 3-D computer artist using the

tools of the digital animator to navigate image complexity and widen interaction. In this process, the artefact

moves across disciplines; it is no longer tethered to its diagnostic origins. It becomes an object that has visual

attributes such as light, texture and composition, and a visual aesthetic of its own. The introduction of these

visual attributes provides a platform for improved accessibility by a lay audience. The paper argues that this

more artisan approach to clinical data visualization has a potential real-world application as a communicative

tool for clinicians and patients during consultation.
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Introduction

Three-dimensional computer-generated imagery (CGI) pro-

vides the contemporary digital artist with the tools and

techniques to build virtual sets and characters in the fields

of film visual effects (VFX), animated features and video

games (Kerlow, 2004). In contrast, clinical magnetic reso-

nance imaging (MRI) gives the physician a window into the

inner body of the patient through scientific instrumenta-

tion. Superficially, these professional fields do not converse

and have little in common: 3-D CGI is used to appeal to a

mass audience through popular entertainment, whereas

clinical MRI uses a restricted language, that of reductive

science, in the pursuit of anatomical or pathological obser-

vation and medical diagnosis.

MRI technology was developed in the 1970s and entered

clinical service in the 1980s. This relatively new imaging

modality produces monochrome cross-sectional images of

the human body that provide diagnostic information.

Today, the use of MRI is widespread in modern healthcare,

particularly in the developed world. According to Hornak

(2008): ‘In 2003, there were approximately 10 000 MRI units

worldwide, and approximately 75 million MRI scans per

year performed’. Similarly, since its inception in the 1970s,

3-D CGI has seen a proliferation of software and hardware

development. It has its origins in American military and

space research, with early technical pioneers in 3-D com-

puter animation such as Blinn and Catmull [Blinn is a com-

puter scientist based at the University of Utah who worked

on the NASA Jet Propulsion Lab (JPL) project and developed

the now widely-used ‘Blinn shader’ (Blinn, 1977); Catmull is

a computer scientist who worked on the first film 3-D CGI

effect in 1976 with Future World (Heffron, 1976), a live

action feature film]. Animation prior to this early computer

work was traditionally a hand-drawn process, based on

individual 2-D cells coloured with ink and paint. Together,

Catmull’s and Blinn’s works challenged this status quo,

pushing a new boundary by using computers as means of

creating screen-based 3-D CGI animated objects. Today’s

3-D CGI artists now have access to desktop animation soft-

ware and hardware.

In a contemporary context, technologies such as MAYA,

produced by the USA-based company Autodesk, provide

the computer artist and animators with modelling, anima-

tion and software render tools. MAYA is a heavyweight soft-

ware package used internationally in feature film, TV

commercial and video game production (http://usa.

autodesk.com/). These tools enable 3-D CGI artists and ani-

mators to construct and animate virtual worlds on screen

primarily for film, television and video games. While film

and video games are dominant markets for 3-D CGI there
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are other noteworthy users of 3-D CGI. These include archi-

tecture visualization, engineering product visualization and

the simulation field (flight training and military applica-

tions). These virtual worlds consist of digital characters,

props and assets and may combine live-action film footage

with CGI. The tools they use, which only two decades ago

were the sole domain of the large Hollywood film studios,

have now filtered their way through to 3-D CGI artists

working in medical animation (Nicholls, 2008).

Contemporary 3-D medical animation and
visualization

Contemporary 3-D medical animation and visualization cur-

rently function within three areas: biomedical animation,

biomedical documentary and 3-D visualization in medicine.

Of these three, two reside within the arts, and one within

the sciences. Broadly speaking, the 3-D CGI artist working in

biomedical animation is engaged in a broad range of activi-

ties, including education for health professionals, training

for medical practitioners, forensic reconstruction and phar-

maceutical drug presentation. Similarly, the screen-based

narrative offered by the biomedical television documentary

provides a form of ‘edutainment’ that engages a mass audi-

ence in health science through a dramatic narrative. Recent

examples of this include Fight for Life (BBC, 2007) and Life

Before Birth (MacDonald, 2005), broadcast on British televi-

sion. In contrast, 3-D visualization in medicine provides the

medical professional with 3-D images that are generated by

medical scan instrumentation, such as CT and MRI, for diag-

nosis, medical training and education. These images are

used in areas such as virtual endoscopy and surgical plan-

ning.

3-D visualization in medicine uses 3-D technologies to

achieve a seemingly precise and scientifically accurate visu-

alization of clinical data. This medical instrumentation is

highly advanced. It captures complex datasets that display,

in detail, the internal organs and tissues of the human

body, in a manner not previously possible. The imagery is

locked in a reductive aesthetic, which can only be

decoded with considerable medical and radiological

understanding. 3-D visualization in medicine, however, is

patient-specific, offering highly detailed images of the

inner body that are not generic representations. The

objective of this article is to discuss the value of combin-

ing MRI data with interpretative 3-D digital artisan

approaches in the field of clinical data visualization and

its potential real-world application.

3-D volume visualization

Owing to the increasing computational power available in

contemporary computer visualization, MRI data can be

post-processed into 3-D screen-based imagery. Diagnostic

3-D technology currently varies from the proprietary sys-

tems built into the MRI and CT scanning hardware, such as

Siemens LEONARDO (Siemens, 2005) and GE ADVANTAGE Win-

dows (GE, 2005), to stand-alone software applications, such

as VOXAR 3D (Barco, 2005), MIMICS and OSIRIX [OSIRIX is an open-

source software package that allows 2-D MRI, CT or PET

data to be viewed and visualized in 3-D http://www.osirix-

viewer.com/Snapshots.html]. The image in Fig. 1 is an exam-

ple of a post-processed 3-D volume visualization compiled

in OSIRIX from 2-D clinical fMRI cross-section data of the

author’s head and brain.

3-D digital visualization techniques, as used in clinical

imaging, continue to have an almost exclusively diagnostic

or scientific focus. Konig (2001) categorizes 3-D medical

visualization into three special applications: virtual

endoscopy, surgical planning and medical training. Virtual

endoscopy uses the clinical data, primarily CT, visualized in

real-time for on-screen simulation of the interior of arteries

(virtual angioscopy), the colon (virtual colonoscopy) and the

trachea (virtual bronchoscopy). These are virtual 3-D fly-

throughs designed to assist in diagnosis and help the

clinician plan any surgical intervention. 3-D visualization of

clinical data used in surgical planning is similar in applica-

tion to endoscopy whereby 3-D visualization is used as a

means of planning complex surgical procedures. This might

also include areas such as organ transplantation.

Both clinical (2-D) and any subsequent 3-D visualization

of medical scan data are designed to render the body trans-

parent and allow science to ‘see’ and ‘map’ the inner body.

The ‘mechanical-medical eye’ (Dijck, 2005, p. 7) allows the

body to be exposed in ever-increasing clarity whether it be

in 2-D or 3-D. This ability to see more detail is not, however,

necessarily correlated with increased understanding. The

‘mechanical eye’ provides detailed images, but interpreta-

tion requires significant amounts of knowledge. Medical

Fig. 1 A 3-D volume visualization of the author’s head and brain on

OSIRIX software, derived from fMRI data acquired at Ninewells Hospital,

Dundee, UK.
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interpretation of the body is but one stream of visualiza-

tion, representing the body using a set of protocols and

attributes embedded in science, e.g. MRI. Radiological

instrumentation describes disease in the language of sci-

ence; abstract, specialist and separated from the body. In

effect these images are encoded for interpretation by clini-

cal radiologists.

The image in Fig. 2 is a 3-D visualization of arterial data

taken from 2-D MRI data, visualized in 3-D using OSIRIX soft-

ware. Both kidneys are visible on the right and left of the

image with the aorta in the centre of the rendering and

the spleen at the upper left. Although this is a 3-D image it

says little to the untrained eye. Again, the information is

encoded in the language and aesthetic of clinical scientific

imaging.

Hybrid approach – clinical data and the
artisan

This article proposes the creation of a hybrid comprising the

CGI artisan approach with clinical data. The act of creating

3-D computer visualizations and animation based on medi-

cal scan data, however, requires a significant amount of

technical experimentation prior to any creative interven-

tion. In this case, the DICOM medical file format stores

cross-sectional two-dimensional (2-D) data along with

detailed informatics on the patient’s name and age and the

scanner name and type, amongst other details. The goal is

to link the data from MRI scans with MAYA animation soft-

ware. Exporting the scientific data into a 3-D CGI software

package allows the author to augment the data. During

the early experimentation phase, two techniques were

explored: the first was volume 3-D reconstruction and the

second was ‘marching cubes’ (Lorensen & Cline, 1987). Both

of these techniques are commonly used in medical visualiza-

tion as a post-processing method.

Volume 3-D reconstruction is the predominant technique

for 3-D reconstruction in medicine. This volume reconstruc-

tion technique uses pixels (the smallest unit used to con-

struct a digital image) and voxels (a 3-D pixel used to

represent a volume on-screen) extracted from 2-D image

slice data to create a visual three-dimensional on-screen

representation of the data. It is a relatively quick and less

CPU-intensive (central processing unit) approach than the

marching cubes algorithm. The use of pixels and voxels,

however, currently limits the number of attributes that can

be added by the digital artist. Ultimately, this leaves less

scope for detailed animation work.

The second option for 3-D reconstruction is mesh-based

geometry based on the marching cubes algorithm. Built

from 2-D scan slices, the software algorithm generates sur-

face patches, which then build up a mesh, thereby forming

the 3-D shape of an object. The process is more complex

than volume 3-D reconstruction, requiring more computa-

tional resources to construct the mesh. As PCs become ever

more powerful and affordable, however, this polygon

reconstruction process has several compelling advantages,

flexibility being the strongest, as the surface geometry

allows subsequent export to other applications.

Overall, the marching cubes algorithm was identified as

the most appropriate means to realize the 3-D reconstruc-

tion process. MIMICS (MIMICS is a software package that facili-

tates the thresholding, segmentation and 3-D meshing

required for making MRI or CT into 3-D geometry http://

www.materialise.com/mimics/main_ENG.html) software was

applied and after continued experimentation, this 3-D pipe-

line allowed the MRI scan geometry to be accessed in MAYA.

The diagram in Fig. 3 highlights each stage of the pipeline

developed during the research project (McGhee et al.

2007).

In Stage 1, the raw MRI data are exported from the MRI

scanner in 2-D cross-sectional images contained within a

DICOM file. Stage 2 involves the image data being

imported into the reconstruction software MIMICS. Through a

process known as thresholding and segmentation, a surface

geometry is generated. The image in Fig. 4 shows a mask-

ing colour being used in MIMICS to differentiate the aorta

and kidneys from the rest of the background noise. This

screen shot shows by means of a green mask an imported

dataset that has been thresholded and segmented. Once

the thresholding and segmentation are complete, MIMICS can

calculate the 3-D object from the MRI data. This results in a

3-D STL (stereolithography file, a digital data format used

for rapid prototyping) Stage 3 file that can be imported

into MAYA. Once it is in MAYA, attributes such as colour, tex-

ture, lighting and animation can be added. This process

does not simply pass data between software packages, but

requires skill in segmenting the data.

Being able to export the MRI data and bridge the gap

between scientific instrumentation and artisan software

was an important first step in the visualization process. The
Fig. 2 A 3-D volume computer visualization of MRI renal and splenic

angiogram data acquired at Ninewells Hospital, Dundee, UK.
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exporting and bridging of data was not based on any previ-

ous pathway but on the artist’s experimentation during a

residency period at Ninewells Hospital, Dundee. It is a criti-

cal foundation stage of the pathway towards visualizing

clinical data, supplying the digital model on which to add

interpretation and narrative. This pipeline demonstrates a

new pathway for accessing clinical data and importing the

outputs into MAYA, and provides a practical reproducible

working model for other artists to use and apply.

With the pipeline established, further pieces of MRI data

could be visualized. The first example was a series of MRI

cross-sectional images, taken from a patient’s renal arteries.

These images are acquired through an MRI process known

as renal angiography whereby the patient is injected with a

contrast agent and a series of scan sequences are collected

of the renal arteries, the kidneys and the aorta. In the final

rendered 3-D visualization, the inner structure of the kidney

is exposed through transparency and composition (Fig. 5).

In this work, entitled ‘Medulla’, the kidney was isolated

from the rest of the geometry and rotated so it could be

viewed in a landscape format. Transparency was added to

allow the viewer to see the blood flow patterns inside the

kidney tissues. The goal was to produce an image with a

degree of sensibility in an attempt to bring the viewer

Fig. 4 Images illustrating Stage 2 of the

pipeline: ‘segmentation’ and ‘thresholding’ of

MRI renal angiogram data carried out in

MIMICS software.

Fig. 3 This diagram illustrates the staged pipeline developed during research on data exporting from the raw clinical MRI through to the final 3-D

visualization.
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closer to the nature and beauty of inner kidney structure,

and also as a means to penetrate the complexity of arterial

disease.

As with ‘Medulla’, ‘Stenosis’ (Fig. 6) is a reconstruction of

the aorta from MRI data. It features interpretative red

blood cells passing through the vessel. Initially, the blood

cells were added because the MRI only provides an impres-

sion of blood flow at any given point in time. It does not

capture an impression of the individual blood cells moving

through the vascular system, instead highlighting blood

flow as a liquid cast, which leaves an impression of the ves-

sel’s structure. In the right third of the image, a narrowing

in the renal artery can be seen, limiting the delivery of

blood to its kidney. The primary intention in these images is

the development of an aesthetic language that describes

the body more holistically, rather than one that purely

serves science. This is achieved by focusing on the visual aes-

thetic of the image as a whole, rather than highlighting the

aspect of the human anatomy that is diseased.

In ‘Stenosis’ the anatomy is rendered by a transparent

shader and a highly reflective surface. The organs are

placed outside any bodily context and viewed in a land-

scape format. The interest is in communicating the visual

quality of inner body space. It is an image that both com-

municates the (mal)functioning of the renal arteries and

reveals to the viewer, through the use of transparency, the

components of the vascular system. The particles used inside

the vessel do not accurately replicate the way in which

blood moves through the arterial system. The movement of

blood in the human body follows a cycle, one that bursts,

twists and pumps through the arterial system of the vessels,

providing an aesthetic of movement that is absent from sta-

tic MRI. These animated attributes were central in the

development of a series of animations depicting blood

flowing through the aorta. Influence came directly from

the cinematic, the artist drawing from the popular inner

body aesthetics seen in feature films such as Innerspace

(Dante, 1987) and Fantastic Voyage (Fleischer, 1966). The

artist’s objective was to focus on the essence of flow, rather

than a factually correct rendering of red blood cells. The

objective was not just the raw, unmediated imparting of

medical ‘fact’, but communication of the rich structure and

texture of the complex cycle of blood flow as it moves

through the vascular system. As a result, the animated work

entitled ‘Flow 1’ (Fig. 7) was created. This reflects the

rhythm of blood flow in context; the spatial attributes are

present, as are aspects of the other earlier work, such as

structure and form. In this animated sequence, we see

blood flowing through the aorta from both exterior (Fig. 7)

and interior (Fig. 8) views of the vessel. This animation is

Fig. 5 Final stage image: a 3-D CGI rendering of the human kidney

entitled ‘Medulla’. The image is derived from clinical renal angiogram

MRI data.

Fig. 6 This 3-D CGI rendering is a visualization of the human left

kidney, aorta and right renal artery, entitled ‘Stenosis’. The image is

derived from clinical renal angiogram MRI data visualizing renal artery

stenosis.

Fig. 7 This 3-D CGI rendering is a visualization of the human aorta

and common iliac arteries (left), superior and inferior mesenteric

arteries and testicular arteries, with interpretative red blood cells. This

is a static image taken from an animated film sequence combining

both clinical MRI data and interpretative particle effects that simulate

spiral laminar flow. The piece is entitled ‘Flow’ (see Movie S1).
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the culmination of integrating different spatial approaches,

rather than a static sequence.

The screenshots shown in Fig. 7 and Fig. 8 represent the

blood pumping through the transparent aorta and its bifur-

cation (common iliac arteries). Exterior and interior views of

the vessel have been combined as the virtual camera moves

along the aorta following the red blood cells. The construc-

tion of this work saw the introduction of an approach

whereby multiple reference sources such as drawings, video

reference and the artist’s personal interpretation were used

to visualize the MRI data.

Real-world application

There is some evidence in the literature that pictorial strate-

gies for improved patient communication have been more

successful than any text equivalent (McDonald & Kaufman,

2002; Hameen-Anttila et al. 2004; Leiner et al. 2004; Houts

et al. 2006). It is implied that imagery can engage patients

and improve their understanding of disease, recall and

adherence to treatment. Houts et al. (2006) highlight the

benefits of pictorial strategies in doctor–patient communi-

cation, but this is limited by what Mishler (1984, p. 64)

terms ‘the medical voice’, which doesn’t take into account

the patient’s views on illness or level of understanding of

anatomy. Artistic intervention through image creation pre-

sents a potential tool for improved communication with

patients and hence improved understanding and compli-

ance. It should not, however, be applied as a persuasive tool

to strengthen the doctor’s position. It should be used in the

pursuit of a more equal interaction in clinical consultation

with patients.

The work of Helman (2001) and the Mishler framework

suggest that doctors and patients hold differing views on

illness and disease. Medical doctors’ perspectives on disease

processes are predominantly reductive. As Mishler (1984)

describes it, the ‘voice of medicine’ results in the ‘unremark-

able interview’ whereby the doctor is in control and holds a

position of power during the consultation. The patient’s

view of illness (described as aetiology) differs, with patients

seeing illness causation relating to the individual, natural,

social and supernatural worlds. These alternative

approaches can lead to a ‘struggle’ and the breakdown of

dialogue between the patient and the doctor.

The lessons for the 3-D CGI artist exploring new means of

improving communication concern the narrative and visual

approach. The CGI artist should not reinforce the ‘voice of

medicine’ if the intention is to improve patient interaction.

The visual approach should utilize patient views on illness

in interaction with health professionals. The application of

the artist’s approach to creating visualization of clinical data

should address the limitations of current doctor–patient

interactions. In the light of Mishler and Helman’s work, the

3-D CGI artist should not act as a conduit for science, but

rather account for a body aesthetic beyond the didactic

when interpreting and visualizing the body. By creation of

3-D CGI that does not compound the ‘voice of medicine’

but provides a representation of illness, dialogue may be

stimulated. The goal of creating work to redress the bal-

ance of power in interaction between health professionals

and patients should concern the provision of emotional

insight, rather than purely medical education.

Concluding remarks

This paper demonstrates that MRI data can be ported into

the animation software package MAYA. By means of segmen-

tation and thresholding techniques in MIMICS software, com-

puter models of human organs such as the kidneys and the

aorta can be visualized. The creation of these works illus-

trates how an artist in the field of 3-D CGI can provide an

alternative image aesthetic to that of reductive medical

data visualization. The establishment of this workflow also

provides a robust tool by which 3-D CGI artists can access

vascular MRI medical data.

More significant, however, is the real-world application,

suggesting a more visually driven approach for communi-

cating anatomical data to patients. 3-D CGI artists have the

ability to tell stories through their chosen medium and

potentially widen accessibility to anatomical clinical imag-

ery. This does raise the question of the integrity of the

image – how far does the artist interpret the data? – and the

appropriateness of a more abstracted visual narrative.

Nonetheless, given the work of Mishler (1984) and Helman

(2001), there would appear to be a need for images that

describe the inner body in a more accessible and holistic way.
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aorta.
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